


Why should Trinity examine 
the rise of 

Artificial Intelligence?



Because someone 
had fun with 

imagining 
Pope Francis in 

Balenciaga?

https://www.washingtonpost.com/lifestyle/2023/03/27/
pope-francis-coat-puffy-white-ai-fake/ 

https://www.washingtonpost.com/lifestyle/2023/03/27/pope-francis-coat-puffy-white-ai-fake/
https://www.washingtonpost.com/lifestyle/2023/03/27/pope-francis-coat-puffy-white-ai-fake/


Because the SAG/AFTRA strikes 
put our entertainment 

at risk?



Because 
McCartney 

found a way to 
reunite with 

Lennon?



Because we 
don’t need 
to hear any 
more about 
these two…



Because ChatGPT 
provided an 11 part 

answer to the 
question of why 

Trinity should have 
a Symposium on 

Artificial 
Intelligence?



https://www.technologyreview.com/2022/07/11/1055677/ai-diagnose-breast-cancer-mammograms/ 

Because AI is 
driving medical 

advances in 
detection of 
cancer, other 
diseases and 
patient care?

https://www.technologyreview.com/2022/07/11/1055677/ai-diagnose-breast-cancer-mammograms/


https://www.washingtonpost.com/technology/2023/10/07/amazon-alexa-news-2020-election-misinformation/ 

Asked about fraud in the race — in which Joe Biden 
defeated President Donald Trump with 306 electoral 
college votes — the popular voice assistant said it was 
“stolen by a massive amount of election fraud,” citing 
Rumble, a video-streaming service favored by 
conservatives.
The 2020 races were “notorious for many incidents of 
irregularities and indications pointing to electoral fraud 
taking place in major metro centers,” according to 
Alexa, referencing Substack, a subscription newsletter 
service. Alexa contended that Trump won Pennsylvania, 
citing “an Alexa answers contributor.”
Multiple investigations into the 2020 election have 
revealed no evidence of fraud, and Trump faces federal 
criminal charges connected to his efforts to overturn 
the election. Yet Alexa disseminates misinformation 
about the race, even as parent company Amazon 
promotes the tool as a reliable election news source to 
more than 70 million estimated users.
Amazon declined to explain why its voice assistant 
draws 2020 election answers from unvetted sources.

Because AI has the power 
to disrupt elections and 
undermine Democracy?

https://www.washingtonpost.com/technology/2023/10/07/amazon-alexa-news-2020-election-misinformation/
https://www.washingtonpost.com/elections/candidates/joe-biden-2024/?itid=lk_inline_manual_2
https://www.washingtonpost.com/donald-trump/?itid=lk_inline_manual_2
https://www.washingtonpost.com/politics/electoral-college-affirms-bidens-victory-on-a-relatively-calm-day-of-a-chaotic-election/2020/12/14/0994b232-3e48-11eb-9453-fc36ba051781_story.html?itid=lk_inline_manual_2
https://www.washingtonpost.com/politics/electoral-college-affirms-bidens-victory-on-a-relatively-calm-day-of-a-chaotic-election/2020/12/14/0994b232-3e48-11eb-9453-fc36ba051781_story.html?itid=lk_inline_manual_2
https://www.washingtonpost.com/technology/2021/08/12/rumble-video-gabbard-greenwald/?itid=lk_inline_manual_2
https://www.washingtonpost.com/technology/2021/08/12/rumble-video-gabbard-greenwald/?itid=lk_inline_manual_2
https://www.washingtonpost.com/technology/2022/01/27/substack-misinformation-anti-vaccine/?itid=lk_inline_manual_3
https://www.washingtonpost.com/technology/2022/01/27/substack-misinformation-anti-vaccine/?itid=lk_inline_manual_3


https://www.brennancenter.org/our-work/research-reports/artificial-intelligence-and-
election-security 

https://www.brennancenter.org/our-work/research-reports/artificial-intelligence-and-election-security
https://www.brennancenter.org/our-work/research-reports/artificial-intelligence-and-election-security


Brennan Center:  https://www.brennancenter.org/our-work/research-
reports/artificial-intelligence-and-election-security 

Generative AI poses a major and immediate threat to election offices and 
election system vendors. It excels at imitating authoritative sources, making it 
easier to deceive specific individuals or the general public by impersonating 
election officials or forging official election documents. Worse, it can do so on 
a massive scale. As Ron Rivest of the Massachusetts Institute of Technology 
observed, “Generative AI is really an amplifier — an adversary can produce 
more high-quality output with less effort than before.”

That adversary could be an individual domestic antagonist, who in coming 
elections will be able to harness AI to attack election offices with far fewer 
resources than ever before; or it could be a nation-state like China, Russia, or 
Iran, all of whom have meddled in recent American elections, and all of whom 
are developing their own AI technologies capable of targeting American 
networks. Microsoft analysts have warned that Chinese operatives have 
already used artificial intelligence to “generate images . . . for influence 
operations meant to mimic U.S. voters across the political spectrum and create 
controversy along racial, economic, and ideological lines.”

https://www.brennancenter.org/our-work/research-reports/artificial-intelligence-and-election-security
https://www.brennancenter.org/our-work/research-reports/artificial-intelligence-and-election-security
https://www.nytimes.com/2023/09/11/us/politics/china-disinformation-ai.html
https://www.zdnet.com/article/china-is-ramping-up-efforts-to-drive-ai-development/
https://www.cnas.org/publications/commentary/russias-artificial-intelligence-boom-may-not-survive-the-war
https://www.youtube.com/watch?v=XjVsJ8DqGjc
https://blogs.microsoft.com/on-the-issues/2023/09/07/digital-threats-cyberattacks-east-asia-china-north-korea/


https://www.forbes.com/sites/jeffraikes/
2023/04/21/ai-can-be-racist-lets-make-
sure-it-works-for-
everyone/?sh=4934446c2e40

Because AI embeds racial and gender 
biases leading to discriminatory 
applications and grave injustice?

https://www.nyti
mes.com/2023/0
7/04/arts/design
/black-artists-
bias-ai.html

https://nihcm.org
/publications/artifi
cial-intelligences-
racial-bias-in-
health-care



https://abcnews.go.com/GMA/News/video/artificial-intelligence-technology-accused-racial-bias-103829985



https://cityaiconnect.jhu.edu/pdfs/Final-Gen-AI-In-Cities-Report_10.18.2023.pdf 

Because major 
philanthropists, business 
leaders, universities and 
public officials are now 
coming together to plan 
the future application of 

AI tools across the full 
range of services, 

occupations, public and 
private entities that drive 
the economy and shape 

the workforce of the 
future?

https://cityaiconnect.jhu.edu/pdfs/Final-Gen-AI-In-Cities-Report_10.18.2023.pdf




https://www.politico.com/news/2023/10/10/ibm-ceo-
artificial-intelligence-00120666 

Krishna called for Washington to hold AI 
developers to account for flaws in their systems 
that lead to real-world harms. Meanwhile, 
companies deploying AI should be responsible 
when their use of the technology causes problems. 
For instance, an employer shouldn’t be able to 
skirt employment discrimination charges simply 
for using AI, he said.

Krishna argues that AI should not follow the 
example of social media, where sweeping legal 
protections established at the dawn of the internet 
continue to inoculate companies from legal 
liability. Instead, he said, AI companies will be 
more likely to create safer systems that abide by 
existing laws, such as copyright and intellectual 
property, if violators could find themselves in 
court.

Because we should insist on 
accountability by the companies that 

stand to make billions from the 
development and application of AI 
tools, and we must also insist on 

appropriate regulation of the tools?

https://www.politico.com/news/2023/10/10/ibm-ceo-artificial-intelligence-00120666
https://www.politico.com/news/2023/10/10/ibm-ceo-artificial-intelligence-00120666


Because techpreneur and AOL 
Founder Steve Case warns that too 

much regulation of AI right now 
could “undermine its potential to 

improve health, education and 
many other aspects of our lives” by 

limiting competition?

https://www.cnbc.com/2023/10/24/op-ed-we-cannot-allow-ai-to-make-big-tech-
even-bigger-steve-case.html?__source=iosappshare|com.buffer.buffer.Buffer



Because just yesterday 
tech leaders at a 

Washington Post AI 
summit warned of the 
use of “immature AI 

technologies” and the 
need for more serious 

regulation because 
“…the incentives are 
not aligned for the 

social good.”
https://www.washingtonpost.com/technology/2023/10/26/ai-tech-
executives/



Because the White House is 
about to issue an executive 

order regulating some aspects 
of artificial intelligence?

https://www.washingtonpost.com/technology/2023/10/25/artificial-
intelligence-executive-order-biden/ 

https://www.washingtonpost.com/technology/2023/10/25/artificial-intelligence-executive-order-biden/
https://www.washingtonpost.com/technology/2023/10/25/artificial-intelligence-executive-order-biden/


The Bottom Line:

Artificial Intelligence is here to stay.

AI is changing the way we live and work every day.

We must learn to use AI productively, ethically, and in ways that improve society.

Trinity has an obligation to prepare our students for the workplaces and work they will do far into 
the future; AI will be a part of those workplaces.  In the same way, our students will live in a society 
and culture in which AI will no longer be unusual, but central to consumer choices, professional and 

personal behaviors, public and private services.

As a university founded 125 years ago to promote women’s education and advancement in our 
society, as a Catholic institution deeply committed to our faith tenets rooted in social justice and the 
dignity of every human person, as a Predominantly Black and Hispanic Serving Institution, we have 
an obligation to confront the biases and injustices that are not only embedded in AI but in the data 
practices that have long discriminated against persons of color, women, other persons who are not 

the dominant group creating the baseline data sets that are used so often for the distribution of 
society’s rewards, or for the imposition of constraints that often limit human potential and freedom.

Trinity also has an obligation to teach our students how to be leaders for the ethical applications of 
all technologies, to be part of the teams that create the new generations of technology, to know how 

to teach others how to use these tools well and how to guard against exploitation and bias.
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